
Estimating MSE Economic Allocation How long does a generative AI model 
last before it becomes more economical 

to refit it? Does Prediction-Powered 
Inference help extend a model’s life?

Not only are AI models expensive to 
create, but there are also substantial 
costs to keep models up-to-date. This 
leaves maintainers with three options:

1. Retain the existing model with its 
decreased performance

2. Recalibrate the existing model

3. Refit a new model from scratch

Goal: Determine which option is most 
economical at various points in a 
model’s life cycle.

• Seeks to estimate the optimal PPI++ correction factor 
at the point of forecast.

• Requires learning the rate of decay/increase for point 
estimate and correct factor variances.

• Estimates the optimal ratio of labeled to unlabeled 
data at the point of forecast as well as the MSE using 
such data will achieve.

Prediction-Powered Inference++  
Recalibration

• Prediction-Powered Inference++ is a procedure 
for performing valid statistical inference when 
experimental data is supplemented with 
predictions from a black-box. 

• It estimates parameters መ𝜃 from:

෡𝜽 = 𝒂𝒓𝒈𝒎𝒊𝒏𝜽 𝑳𝒏(𝜽) + 𝝀(෨𝑳𝒏 𝜽 − 𝑳𝒏
𝒇

(𝜽))

• [𝑳𝒏 𝜽 , ෨𝑳𝒏 𝜽 , 𝑳𝒏
𝒇

𝜽 ] are the loss function using 
the black-box predicted values, the 
experimentally observed values, and the black-
box predictions of the experimental data.

While the generative model initially gives imputed outcomes that give correct downstream 
inference, as time goes on, the imputation and downstream inference worsens. To correct for 
this, we can employ additional experimental data collection that occurs during a “calibration 
period”.

Full AI Model refitting Algorithm 

AI Model Recalibration Algorithm (Grid Search) 

Given Distributional estimates of MSE, how do we decide 
which option is optimal for us?

Refit has the lower average MSE but higher variability while recalibrate is the opposite. The 
redline is average retain MSE. Deciding which is optimal requires specifying one’s tradeoff 
between expected return and volatility.

Arrow-Pratt Utility function

• Extension of the workhorse of asset allocation in the 
financial industry

• Balances between expected return of asset 𝑟,  𝐸𝑝(𝑟), 
volatility due to stochastic noise, 𝜎𝑃(𝑟), and volatility 
due to estimation error 𝜎_𝜇(𝑟) 

• Larger 𝜆 makes one more averse to MSE volatility from 
the data generation process, while larger 𝜃 makes one 
more averse to MSE volatility from calibration data 
variability

Optimal Allocation

• System of equations to compute the optimal allocation 
of assets (sample size) between Refit and Recalibrate

• Analytical solution to determine optimal allocation of 
budget to refit, ෝ𝑤𝑟𝑒𝑓, and recalibrate, ෝ𝑤𝑟𝑒𝑐

Let’s Save some Money!
Optimal economic decision for utility functions with various levels of 

(𝜆, 𝜃) aversion. 

Recalibration becomes preferable when:

1. Cost of model fitting increases 

2. Cost of labeled data increases

3. Point of forecast becomes closer to time of model 
fitting

4. More calibration data becomes available 

Take Away: Determining how to 
maintain a model is complex, but it 

can be done using model 
recalibration procedures and 

financial asset allocation  
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